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MAPF Problem

Graph 

A set of  agents

Path  from start to goal location

Assume: No vertex and edge collision
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Warehouse Robots
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From Planning to Sequential Decision Making

 tells how good is the action  at 
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Planning v.s. Reinforcement Learning (RL)

Planning, e.g., Conflict based search (Sharon et al., 2015), uses global information

 Pros: Optimality

 Cons: Scalability; Efficiency

RL, e.g., learns a function  to tell what action  to take at a state , makes
local decision

 Pros: Scalability; Efficiency during execution

 Cons: May hard to learn
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Characteristics of RL

Machine Learning, e.g., supervised Learning

 , e.g, 
Make it Non-linear: stack linear and non-linear layers

Update parameters: Fit many  to update . 
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Characteristics of RL (Continue)

What makes RL different?

No label (no supervisor), only a reward signal (given by the environment)

Time really matters (sequential, non i.i.d data)

Agent's actions affect the subsequent data it receives

Feedback is delayed
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Single agent RL

Major Components

Policy : mapping  to 
 or 

Value function (goodness/badness of states)
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Find Optimal Policy: Value/Policy Iteration
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Value/Policy Iteration
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Reward function

Objective in RL:

Objective in Path Finding:

 total steps (  (total steps))

Reward:
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Reward function

Objective in RL:

Objective in Path Finding:

 total steps (  (total steps))

Reward:

Can we set the reward as ( )

 for each step,  for reaching the goal?
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Prominent RL Algorithms

Value-based

Q-learning (Sutton & Barto, 1998), Double Q-learning (Hasselt, 2010)

Policy gradient-based

update  towards higher value of 

Asynchronous advantage actor-critic (A3C) (Mnih et al., 2016)

Deep deterministic policy gradient (DDPG) (Lillicrap et al., 2016)

Proximal policy optimization (PPO) (Schulman et al., 2017)

Soft actor-critic (SAC) (Haarnoja et al., 2018)
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Multi-Agent RL

Learn from interaction with the
environment (exploration)

The environment contains other agents that
are learning and updating (Non-stationary)
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Scenarios

Cooperative game
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How to learn optimal policies when we have multiple agents?

Cooperative game

Can we do independent learning?
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In practice, yes

The StarCraft Multi-Agent Challenge (SMAC) (Samvelyan et al., 2019)
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Coordination of Agents

Communication between agents
Build local communication channels between agents via hidden features

TarMAC (Das et al., 2019), DGN (Jiang et al., 2020) etc.

Centralized training & decentralized execution
Train a centralized value function to guide the update of each policy. Execute
the policies in a decentralized way.

MADDPG (Lowe et al., 2017), QMIX (Rashid et al., 2018) etc.

Opponent modeling
Observe and predict the actions of other agents, so as to perform accordingly

ROMMEO (Tian et al., 2019), PR2 (Wen et al., 2019) etc.
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Communication
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Graph Convolution with Attention
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Attention

At a high level
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Attention (Continue)

 are learning parameters.
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PRIMAL

MAPF via Mulai-Agent Reinforcement and Imitation Learning (Sartoretti et al., 2019)

A3C as the backend

Each  synchronous with
master 

Switch between RL and
Imitation (supervise)
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MAPPER

MAPF via RL with off-route penalty (Liu et al., 2020)

A2C (Mnih et al., 2016) as the
backend

A* Planning

Off-route penalty reward

Globally Guided
Reinforcement Learning for
MAPF (Wang et al., 2020)
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DHC

Ma et al. (2021)
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DCC

Decision Causual Communication (Ma et al., 2021)
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DCC (Continue)
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Demo

https://www.youtube.com/watch?v=1i0zNqoGRWY

https://www.youtube.com/watch?v=ZinvpFgMlGs
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A. Model-based RL

Model-free (unaware of the env)

Exploration is expensive

Learning is slow

The transition dynamic of MAPF problem is
usually not complex

34



Dyna-Q
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B. Generative Modeling

Learn a distribution  to fit data distribution 

Very powerful and expressive
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Diffusion for Planning

Diffuser (Janner et al., 2022), Conditional Decision Diffuser (Ajay et al., 2023)

37



References

Sharon, Guni, et al. "Conflict-based search for optimal multi-agent pathfinding."
Artificial intelligence 219 (2015): 40-66.

Sutton, Richard S., and Andrew G. Barto. Reinforcement learning: An introduction.
Vol. 1. No. 1. Cambridge: MIT press, 1998.

Hasselt, Hado. "Double Q-learning." Advances in neural information processing
systems 23 (2010).

Mnih, Volodymyr, et al. "Human-level control through deep reinforcement learning."
nature 518.7540 (2015): 529-533.

38



Van Hasselt, Hado, Arthur Guez, and David Silver. "Deep reinforcement learning with
double q-learning." Proceedings of the AAAI conference on artificial intelligence. Vol.
30. No. 1. 2016.

Mnih, Volodymyr, et al. "Asynchronous methods for deep reinforcement learning."
International conference on machine learning. PmLR, 2016.

Lillicrap, Timothy P., et al. "Continuous control with deep reinforcement learning."
ICLR (2016).

Schulman, John, et al. "Proximal policy optimization algorithms." arXiv preprint
arXiv:1707.06347 (2017).

Haarnoja, Tuomas, et al. "Soft actor-critic: Off-policy maximum entropy deep
reinforcement learning with a stochastic actor." International conference on machine
learning. Pmlr, 2018. 39



Samvelyan, Mikayel, et al. "The starcraft multi-agent challenge." arXiv preprint
arXiv:1902.04043 (2019).

Das, Abhishek, et al. "Tarmac: Targeted multi-agent communication." International
Conference on machine learning. PMLR, 2019.

Jiang, Jiechuan, et al. "Graph convolutional reinforcement learning." ICLR (2020).

Lowe, Ryan, et al. "Multi-agent actor-critic for mixed cooperative-competitive
environments." Advances in neural information processing systems 30 (2017).

Rashid, Tabish, et al. "QMIX: Monotonic Value Function Factorisation for Deep Multi-
Agent Reinforcement Learning." ICML (2018).

Tian, Zheng, et al. "A regularized opponent model with maximum entropy objective."
IJCAI (2019).

40



Wen, Ying, et al. "Probabilistic recursive reasoning for multi-agent reinforcement
learning." ICLR (2019).

Sartoretti, Guillaume, et al. "Primal: Pathfinding via reinforcement and imitation multi-
agent learning." IEEE Robotics and Automation Letters 4.3 (2019): 2378-2385.

Liu, Zuxin, et al. "Mapper: Multi-agent path planning with evolutionary reinforcement
learning in mixed dynamic environments." 2020 IEEE/RSJ International Conference
on Intelligent Robots and Systems (IROS). IEEE, 2020.

Mnih, Volodymyr, et al. "Asynchronous methods for deep reinforcement learning."
International conference on machine learning. PmLR, 2016.

Wang, Binyu, et al. "Mobile robot path planning in dynamic environments through
globally guided reinforcement learning." IEEE Robotics and Automation Letters 5.4
(2020): 6932-6939. 41



Ma, Ziyuan, Yudong Luo, and Hang Ma. "Distributed heuristic multi-agent path finding
with communication." 2021 IEEE International Conference on Robotics and
Automation (ICRA). IEEE, 2021.

Ma, Ziyuan, Yudong Luo, and Jia Pan. "Learning selective communication for multi-
agent path finding." IEEE Robotics and Automation Letters 7.2 (2021): 1455-1462.

Janner, Michael, et al. "Planning with diffusion for flexible behavior synthesis." ICML
(2022).

Ajay, Anurag, et al. "Is conditional generative modeling all you need for decision-
making?." ICLR (2023).

42


